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Abstract 

The purpose of this article is to consider whether caring can be designed into an artificial 
intelligence system. Caring is complex. In our daily lives, caring takes several forms and occurs in 
various ways. This article discusses human caring and how caring has been a vital aspect of our 
lives since our early ancestors. The research focuses on the form of care a healthcare worker may 
provide in a clinic or hospital. The research considers whether this attentive form of caring can be 
designed into AI systems. The approach of this research is to consider a specific AI design known 
as the LIDA model. The research describes the cognitive cycle and the global workspace within the 
LIDA model. It also depicts elements in the LIDA model that can be associated with caring. The 
findings show that caring can occur through gestures and movements. The findings also show that 
a LIDA agent can perform such gestures and movements and offer an appearance of caring. The 
findings suggest that a LIDA agent, configured in a particular way, could be a carer in some caring 
situations. The practical benefit of this research is to show that the LIDA model can be a starting 
point for designing care in AI systems. Through this research, we may uncover elements of caring 
that already exist within the LIDA model and can be employed in a caring AI agent. 
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Contribution of this paper to the literature 
This article contributes to the literature by considering whether caring aspects can be designed 
into AI systems. The article focuses on a caring that concentrates on gestures and movements 
rather than complex realms of human caring. The article considers the LIDA system as a guide 
for caring in some situations. 

 
1. Introduction 

This article addresses whether caring can be designed into an artificial intelligence system. In our everyday lives, 
caring takes several forms and occurs in varying degrees. The caring a mother has for her baby is perhaps the greatest 
form of caring possible. However, this high degree of caring is quite challenging to design into an AI system. For 
example, much occurs in the mother and child space that is hard to explain, or that is even understandable. 

Instead, this article focuses on a form of caring that can be easily described in words. This form of caring is the 
type that a healthcare worker provides in a clinic or hospital. In short, this form of caring is attending to patients 
who are ill or injured. 

This research aims to consider whether care can be designed into AI systems. However, the scope of AI systems 
is broad. Accordingly, this article reduces the scope by focusing on the LIDA (Learning Intelligent Decision Agent) 
model. Within this scope, the objectives of this research are: 

1) Examine the concept of caring in humans. 
2) Investigate the actions that occur in caring. 
3) Explore the LIDA model as a foundation for designing care in AI. 
4) Identify processes and components of the LIDA model that pertain to caring. 
5) Consider how an artificial intelligence agent based on the LIDA model can be a caring agent. 
6) Consider the role of a LIDA agent in caring situations. 
The research considers literature in the context of caring, artificial general intelligence, and the LIDA model. 

Accordingly, it employs literature regarding these areas and how caring could be incorporated into a LIDA agent. 
This research hopes to show that the LIDA framework can be a foundation for designing care in AI systems. It hopes 
to determine whether the LIDA architecture is flexible enough to add and modify components for specific functions 
such as caring. The research also hopes to determine whether the LIDA model already has some rudimentary 
processes and components for the operation of caring in care situations. 
 

2. Human Caring 
Since the beginning of our human existence, caring has been an essential component of our lives. Our early 

human ancestors carried young children in ways that were safe and careful. In that close human connection, other 
forms of caring may have arisen and continued in later years. 

Today, caring is necessary for our development during childhood, for our growth as humans, and in our behavior 
toward others. We are caring beings, highlighted in the care of our children and our larger family of grandchildren 
and grandparents. We are also fragile and vulnerable beings; accordingly, care is needed in our infancy and 
throughout our lives [1]. In a way, simply being aware of the significance of caring is valuable. When we realize its 
significance, we can see how caring is a crucial component of everything we do. 

In our modern world, we care in many different ways. In our health institutions, we look after those who are sick 
and are suffering [2]. We show caring in our work so that the things we do are done well and in the proper manner. 
We talk with customers and co-workers in a caring tone because caring is an intrinsic way of how we interact with 
others and the world around us [3]. It is normal to be careful about the things we do and to be caring for others. 
Often, that type of caring takes the form of simply paying attention to others. According to Hodges [4] this attention 
means being careful with them. 

This careful attention extends to the things we build and design. That is, we build things in ways that should 
not harm others, and the things we build should work properly without causing harm. Accordingly, care and 
safeguards should be designed into the things we build and the processes of building them. As designers of AI 
systems, we should be aware of the value of care. That is, we should realize the importance of caring in our human 
lives and work toward designing a type of caring in the AI systems we build. As Ivanhoe, et al. [5] suggest, we 
should be aware of the importance of care and promote it in our daily lives. This awareness and promotion should 
also include our work in any of the AI systems we design. 
 

3. Caring as Gestures and Movements 
It is sometimes challenging to put a finger on precisely what caring is. That may be because we often regard 

caring as an emotion that exists inside us. Unfortunately, our internal states, like emotions, are not accessible to 
other people. In other words, others cannot access what we are actually thinking or feeling [6]. 

Rather than delving into the hidden internal states of emotions, we could consider a different route. For example, 
we could consider identifying care by a person’s outward gestures and movements. As Meacham and Studley [7] 
remark, what is important in a caring relationship is not the internal states of those in the relationship but the 
environment made from gestures and movements that express attentiveness. Interestingly, this reliance on external 
movements opens the door to accepting the possibility of care relationships between ourselves and robotic carers 
[7]. 

Studies show that when carers perform engaging and friendly actions, patient satisfaction is higher. Movements 
such as sitting, leaning forward, making eye contact, and nodding make patients feel that carers have warmth and 
concern and that better communication is occurring [8]. However, caring is more than just paying attention to the 
patient. Caring behaviors also include advocacy, responsiveness, and having a positive attitude [9]. In short, many 
movements should be considered when designing care in an AI system. 
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4. Caring and Compassion 
Caring is an essential aspect of our social interactions and so is compassion. In the context of this article and the 

design of care in AI systems, emotions like compassion and sympathy can be viewed as being similar to caring. 
According to Nussbaum [10] compassion is vital in our everyday lives. For Nussbaum, in our process of providing 
compassion, we consider how much compassion is deserved in a particular situation and how much we should give 
[10]. From the perspective of designing AI systems, we can use these considerations as measurements to determine 
how much compassion an AI system should give. 

For Nussbaum [10] caring, compassion, empathy, and sympathy have distinct definitions. However, the 
differences between these emotions are complex and can be difficult to notice. In designing caring actions in an AI 
system, we may decide to consider setting aside the nuances of these similar emotions. In other words, it may be 
prudent to first focus on designing the basic movements of attention, responsiveness, and advocacy in initial designs. 

As designers, we should remind ourselves that concepts like compassion and caring are essential aspects of human 
interaction. For Nussbaum, compassion is required for humans to interact with one another reasonably. Nussbaum 
[10] doubles down on the requirement by remarking that we would view a person without compassion as a moral 
disgrace. Nussbaum does not mention AI systems in her book, but we can extrapolate her words to the context of AI 
systems and how we may feel about an AI machine that is not designed to exhibit caring or compassion. 
 

5. The LIDA Model and Caring 
The type of AI described in this article is artificial general intelligence (AGI). This type is general because it is 

an overall intelligence that is designed for doing many things. In a way, an AGI has similarities to human intelligence 
since both are robust and multi-capable. However, an actual AGI system is challenging to build — AGI is expected 
to have a simple form of cognition and cognition is not easy to design or even understand. However, there has been 
some success in developing AGI systems that can handle various inputs and employ certain principles in selecting 
actions [11]. 

This article discusses the LIDA model. LIDA is a comprehensive AGI model with features similar to other AGI 
systems. A benefit of the LIDA architecture is that it has a modular framework so that different design teams can 
work on a variety of AI agents that are based on the model [11, 12]. 

The article focuses on some of the components and processes in LIDA that could be involved in movements of 
caring. Indeed, much more is going on in the LIDA model than can be described in this article. A more complete 
description of the system is given in “New Developments in the LIDA Model” [13]. 
 

5.1. The Cognitive Cycle in LIDA 
In the LIDA model, sensory data depicts the current situation and environment, while high-level principles 

designate the general types of actions that the AI agent should take. In a sense, the LIDA model is a model of human 
cognition that uses continuous cognitive cycles of sensation, attention, and action [11]. It is a cycle that mimics the 
processing humans and animals perform to make decisions [12]. A diagram of the LIDA cognitive cycle is shown in 
Figure 1. 

The awareness of the current situation and the choice of proper actions occur in many different modules within 
LIDA. For example, the current situation is derived from low-level sensations of the environment and passed to an 
area of perceptual memory where high-level relations and situations are identified [11]. The action selection process 
then chooses an action based on the current situation and high-level principles [14]. 
 

 
Figure 1. The LIDA cognitive cycle diagram. cognitive computing research group. n.d. Accessed June 10, 2024. 

Source: https://ccrg.cs.memphis.edu/index.html. 

https://ccrg.cs.memphis.edu/index.html
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5.2. The Global Workspace 
LIDA employs the idea of a global workspace, which is based on the Global Workspace Theory (GWT) [15]. 

GWT is a model of how consciousness works. It “postulates that human cognition is implemented by a multitude of 
relatively small, special purpose processes, almost always unconscious” [16]. 

GWT conducts the operation of attention by using a competition to determine which situation is the most 
important at that time. One way of looking at GWT is by viewing it as a spotlight on a theatre stage where the 
attention is directed to the actor speaking. Where this spotlight shines in GWT is determined by many factors, 
including sensory inputs such as visual data. The direction of the spotlight is also determined by an assortment of 
principles that have priority in the attention determination. Such principles may insist that the AI agent not drop 
drinking glasses or harm humans. 

An interesting way of looking at GWT is from Wiersma [17] who suggests that emotions are a generator of 
consciousness and an initiator of access to the cognitive workspace. Wiersma [17] is a proponent of GWT, which 
he remarks is valuable because it is simple, and this simplicity helps us use it in different ways. However, for Wiersma, 
GWT also describes levels of consciousness, as well as levels of emotions. Wiersma’s view is in the context of 
cognitive theory, but the primacy of emotions he describes in GWT could be another way of thinking about caring 
in the GWT space. In other words, if emotions are a generator of consciousness, then caring also may be a generator 
of consciousness. 
 

5.3. Caring Elements in LIDA 
Within the LIDA framework, several processes and components can be viewed as being associated with caring. 

In this sense, the LIDA model already contains elements that could enable it to show an outward appearance of 
caring. 

 

5.3.1. Attention Codelets 
From a design viewpoint, codelets are small modules of programming code that serve a specific and somewhat 

simple function. Many different codelets apply to different situations within the LIDA model. For example, there are 
intention codelets, expectation codelets, and attention codelets. Attention codelets are designed to focus on certain 
types of content or situations [18, 19]. 

In the context of caring, attention codelets can be designed to focus on situations where care occurs. Attention 
codelets can promote caring by prioritizing situations where caring occurs or is needed. In a waiting room of patients, 
an AI agent could be configured to attend to the patient who needs the most immediate care. Of course, the AI agent 
must perform much additional processing to determine which patient needs the most care. Such additional processing 
would involve sensory input and high-level principles that rank types of injuries and illnesses. 
 

5.3.2. Action Selection 
Caring occurs in different ways. One of these is through physical movements that we can observe and are quite 

evident. Attention, gestures, and responses are some movements that indicate caring moments. In a way, these 
actions help confirm that caring exists. 

Meacham and Studley [7] note that in hospitals and nurseries, an awareness of the internal state of a carer is 
not necessary. They suggest that the carer's caring actions, or expressive behavior, are important. Accordingly, in 
these caring environments, caring occurs in movements like attention and gestures. 

Caring that transpires through action requires that action occurs. That is, we must have approving facial 
gestures, a listening demeanor, and an appearance of interest. Ensuring that these movements occur in an AI system 
requires that these movements are designed into the system. More specifically, it requires designing the selection 
and execution of those movements and ensuring that they occur at the proper moments. 

In the LIDA framework, an AI system's actions are chosen in the action selection process, located at the bottom 
of the diagram in Figure 1. The choice is based, in part, on the values of LIDA’s feelings about that action [20]. The 
feeling values are a form of motivation that directs the choice of actions [21]. 

The action selection process could be an advocate for caring by instructing an AI agent to perform caring actions. 
For example, with some enhancement, the selection process could choose actions that employ medical instruments 
to check the patient’s blood pressure and body temperature. In this context, the selection process would help choose 
the right caring actions. Additional processing also would be needed to determine when these caring actions should 
occur and whether they are correctly performed. 
 

5.3.3. Top-Down Principles and Bottom-Up Situations 
Performing patient care can be complex. Carers must comply with principles of conduct and adhere to healthcare 

laws and regulations when caring for patients. However, the actions a carer takes involve more than principles and 
regulations. Caring is a situational practice that focuses on the patient. The type and degree of care depends on the 
situation at that moment and with that individual patient. As Poulsen and Burmeister [22] note, carers must make 
care decisions as the caring practice occurs and while interpreting the patient's needs. 

Top-down processes in the LIDA model handle high-level principles and regulations. These top-down processes 
also handle human-like deliberation and complex decision-making. Bottom-up processes handle sensory data from 
the current situation. These low-level processes include the details of the latest circumstances and environment. In 
bottom-up processes, attention is determined by the duration and frequency of the sensory data, which indicates a 
degree of intensity of situations and feelings [11]. 

To handle patient care, top-down and bottom-up processes likely need a design enhancement to accommodate 
caring situations. In this enhancement, bottom-up processes could identify caring situations by focusing on signs of 
injury or symptoms of illness. In this way, a LIDA agent could detect these signs and symptoms and act accordingly. 
The action selection process would also need enhancement to choose actions based on several caring aspects, 
including the type and degree of the injury and symptom. The action chosen could also depend on the agent’s 
assessment of the patient’s words, gestures, and reactions. However, the agent’s actions are also determined by top-
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down processes. In these enhancements, such principles could guide the agent to handle medical instruments and the 
human patient properly. 

Through these enhancements, top-down and bottom-up processes can promote caring by detecting injuries and 
symptoms, being aware of the current situation, and applying valued principles and traditional methods to attend to 
patients. From a design viewpoint, the LIDA model appears already designed with processes and components needed 
to act in a caring manner. 
 

5.3.4. Values of Feelings 
In our everyday lives, we choose to do certain activities due to how we feel about them. When given the choice, 

we tend to do activities that make us feel good. The LIDA model does not have feelings, but it does have some 
elementary feeling processes. In these processes, ranges of values designate low or high degrees of those simulated 
feelings. The value of a feeling can determine the focus of attention in a situation or the action that is chosen [23]. 

In a way, the values of feelings in the LIDA model describe what the LIDA agent likes and dislikes. In other 
words, the values describe the agent's value system [24]. However, the agent cannot pay attention to only the things 
that make it happy or do only those activities that make it feel good. The agent also has principles that guide its 
processing and decision-making. 

However, the handling of principles in the LIDA model should be enhanced to become more powerful. Such an 
enhanced design could focus on abstract and detailed levels of principles so that the principles could apply to various 
caring situations. 

 

6. LIDA, The Caring Assistant 
Caring for others is not easy. It is often a thankless job, and the communication challenges between carers and 

patients make it more challenging. Leavitt and Leavitt [8] note that successful diagnosis and treatment depend on 
productive communication between the carer and the patient. However, productive communication is challenging. 
The authors present examples that highlight the challenge: carers and patients disagree on the main health problem 
more than 25 percent of the time, about 50 percent of medical problems are not discussed, and carers give full 
medication instructions less than 60 percent of the time. Unfortunately, these examples are only a sample of the 
miscommunication that the authors depict. 

The challenge of caring is compounded by compassion fatigue. This exhaustion arises from the overload of 
support needed for patients and their families [25]. The fatigue results in burnout and traumatic stress [26]. 

One way to resolve some of these caring challenges may be through a caring AI agent. For example, AI systems 
do not succumb to tiredness or forgetfulness. AI systems would immediately have a patient’s complete history and 
current medications. AI systems can communicate endlessly, all day and night, without getting tired or needing to 
get home for a family birthday party. AI systems can listen to the same story without being bothered. Furthermore, 
AI systems can experience the emotions of the patient’s family all day without a change in performance. Indeed, 
designing an AI carer that replaces a human carer is daunting work, but perhaps an AI carer could specialize in 
specific caring tasks. 
 

6.1. Patient-Centered Care 
Patient-centered care, of course, is a focus on the patient. In this caring perspective, the carer explores the 

patient’s experience of illness or injury and centers on understanding the patient as a whole person [8]. Here, the 
discussions between the carer and patient emphasize the patient’s background, family, environment, and how the 
illness affects the patient’s life. 

These detailed discussions may be a good task for an AI carer that asks questions and gathers information. Such 
AI agents could be adept at immediately looking up information for verification and providing further insights in the 
patient discussion. According to Leavitt and Leavitt [8] patients like patient-centered care and it is effective. That 
is, patient-centered care is connected to improved health, increased care efficiency, and better adherence to medication 
regimens. 

 
6.2. Patient-Centered Care in LIDA 

The LIDA model is an advanced architecture for artificial general intelligence. However, its capabilities must be 
enhanced to accommodate patient-centered care. For example, values must be set to specify particular feelings and 
actions. Such values would be based on a particular type of patient or individual patient. Values could also be assigned 
to certain principles and caring behaviors specific to a particular patient [22]. We could extend this personalized AI 
care by considering the specific situation so that care occurs in a manner that is suitable for that patient at that 
moment [22]. 

Within the LIDA framework, further customized care could exist through a recalibration. In other words, the 
needs of a particular patient would likely change through the duration of the patient’s journey of injury, hospital stay, 
and rehabilitation. Accordingly, the patient’s environment would also change. A recalibration based on these external 
situations and resetting the various LIDA values of feelings, actions, and principles can better accommodate the 
patient’s changing health and surroundings [22]. 

It is interesting to think of a LIDA agent as a care assistant. The role makes sense when we consider that a team 
of carers provides a variety of caring capabilities and experiences. According to the National Academies of Sciences 
Engineering and Medicine [27] an optimal team includes various clinical and nonclinical team members. Indeed, 
designing many types of caring in an AI system would be challenging. A design focusing on caring communication 
through question-and-answer sessions may be a more reasonable role for a young AI carer. 
 

7. Conclusion 
This article began by describing caring among humans. It showed how internal states of caring are not visible 

and how external caring, the movements of caring, are crucial in caring environments. It provided a short overview 
of the LIDA model and GWT. At a high level, the article described components of the LIDA model that are or could 
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be associated with caring. The article discussed patient-centered care and how this form of caring could be performed 
by a caring agent based on the LIDA model. It suggested that a caring agent could aid in reducing communication 
challenges between carers and patients and reduce the impact of compassion fatigue. It suggested that a caring agent 
based on the LIDA model could be designed as a caring assistant in caring environments. 

In the LIDA model, caring capabilities could be handled in various ways and locations.  
These multiple processes and locations make sense when considering caring in our own human selves. We do 

not give or receive care in only one particular way or one type of situation. The activities of care happen in our 
everyday world, where many scenarios and ways of living exist. In a sense, like an enhanced LIDA model, we care in 
different ways and by using different parts of our human selves. 

Based on these findings, the LIDA model already contains components that can be valuable for a caring AI 
system, although enhancements are needed. Within the LIDA model, attention codelets could direct an AI agent to 
focus on situations where caring occurs. Action selection in LIDA could direct an AI agent to choose caring actions 
in caring situations. Top-down processes could direct an AI agent to act according to principles of conduct and ethical 
rules, while bottom-up processes could detect signs of injury and symptoms of illness. Values assigned to simulations 
of feelings within the LIDA model could help determine an AI carer's course of actions. 

The LIDA model already has many processes and components that can be employed in a caring environment. 
However, more design work is needed to determine how a LIDA model can be configured for caring. Furthermore, 
this design work may reveal aspects of the model that need enhancement for caring situations. One possible 
enhancement may be the design of additional components that handle specific modes of caring and types of patients. 
Another direction for future design work could focus on a different AI model. One interesting model is the Non-
Axiomatic Reasoning System (NARS), which employs a Non-Axiomatic Logic (NAL) to perform reasoning [28]. 
NARS is a recent AGI architecture that could be used to develop a variety of intelligent agents. An investigation of 
NARS may show that it can be valuable in developing agents that are employed in a caring environment. 
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