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Abstract 

This study aims to comparatively examine the resultant findings by testing the measurement 
invariance with structural equation modeling in cases where the missing data is handled using the 
expectation-maximization (EM), regression imputation, and mean substitution methods in the 
complete data matrix and the 5% missing data matrix that is randomly obtained from the same 
matrix. The data were collected from 2822 students. Of these students, who participated in the 
study, 1338 (49.2%) were females while 1434 (50.8%) were males. The data were collected using 
the “School Attitude Scale” developed by Alıcı (2013). In this study, the measurement invariance 
was tested with structural equation modeling in the complete data matrix and in cases of handling 
the missing data it was tested using EM, Regression-Based Imputation, and Mean Substitution 
methods.  In the present study the measurement invariance decisions taken for the complete data 
matrix coincide with the mean substitution method in all sub-factors, with regression imputation 
from the other suggested methods in two sub-factors, and with expectation-maximization in one 
sub-factor. It was concluded that different data imputation methods change measurement 
invariance decisions, considering all the factors. The three techniques provided consistent results 
only in one sub-dimension. The ways of dealing with the missing data change the results; thereby, 
increasing fundamental studies in this regard is necessary. With reference to these results, it 
would be worthwhile to study different missing data structures and different proportions of 
missing data in terms of invariance decisions. 
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Contribution of this paper to the literature 
This study aims to comparatively examine the resultant findings by testing the measurement invariance 
with structural equation modeling in cases where the missing data is handled using the expectation-
maximization (EM), regression imputation, and mean substitution methods in the complete data matrix 
and the 5% missing data matrix that is randomly obtained from the same matrix. 

 
1. Introduction 

In the sciences that study human behaviors and characteristics, the data collection and the analysis of the 
collected data are the most important stages of the research procedure. Data collection requires the development of 
suitable measurement tools according to the principles and methods of measurement and evaluation science and/or 
using the existing tools, whereas the data analysis requires the use of statistical methods according to the 
principles and methods of statistics that suit the purpose of the study and the structure of data. The validity of a 
scientific research depends upon the quality of the measurement tools used in data collection and the suitability of 
statistical analyses applied in the analysis of the collected data.  

The primary purpose of data collection is to collect valid and reliable information by means of specific 
measurement tools from a group of participants representing the purpose of study to answer the research 
questions. A variety of factors are encountered in academic research that may negatively affect this process. Two 
main factors that may affect the data collection process are the missing data and measurement invariance, which is 
also the subject of this study to investigate. Missing data is a critical problem that is confronted in data collection 
process, especially in academic studies conducted in behavioral sciences. Missing data can occur for many different 
reasons. The most common reasons attributed to are participants negligently skipping an item unanswered; leaving 
the item unfilled to think about the response a little more and then forget to return to that item or refrain from 
responding; leaving the item unfilled because of insufficiency of time; avoiding to respond the item thinking that 
information required by the item is too personal; the inability of the machine to detect the response provided to the 
relevant item when using an optical reader; missing data in the whole measurement tool due to the missing sample 
in longitudinal studies or simultaneous utilization of more than one measurement tool, boredom,  exhaustion, time 
waste, and the like are the factors causing the measurement tools not to be responded (Banks, 2015; De Luca & 
Peracchi, 2007; Field, 2005; Goegebeur, De Boeck, & Molenberghs, 2010; Heerwegh, 2005; Schafer & Graham, 
2002; Widaman, 2006).  

Rubin (1976) discussed the missing data under the name of “missing data mechanisms”, as a process of dealing 
with the probability that each set of data is observed or missing. The missing data mechanisms are defined in three 
categories: missing completely at random (MCAR), missing at random (MAR), and missing at non-random 
(MNAR). When the missing data is completely at random (MCAR), the missing data does not exhibit a particular 
pattern in relation to any variable. In this case, occurrence of missing data is attributed to randomness. Random 
missing data (MAR) indicates the probability of missing data that arises is systematically related to the observed 
data. Put differently, in addition to the presence of a pattern in missing data this pattern does not have any effect on 
the primary dependent variable; probability of leaving the item unfilled is dependent on the performance of 
individuals. In case that missing data is nonrandom (MNAR), it means that there is a pattern in the missing data 
and this pattern influences the primary dependent variable. In other words, the probability of missing data that 
may occur in the item is related to the situation caused by the item itself, such as inaccuracy of the item and the bias 
it contains (Peng & Zhu, 2008). The type of missing data mechanism illustrates the suitability of different analysis 
methods (Molenberghs, Fitzmaurice, Kenward, Tsiatis, & Verbeke, 2015). Allison (2002) states that the missing 
data with MCAR or MAR structures are ignorable while the missing data with a MNAR structure is non-
ignorable and by mentioning „ignorable‟ she emphasizes that there is no need for the missing data to be modeled for 
the  analyses yet to be done.  

Depending on the pattern of missing data (MAR, MCAR, or MNAR), two basic approaches are used to deal 
with the missing data. The first one is the “deletion” approach, which means removing all the data from the matrix 
in a row or column that contains missing data. In the second approach, the imputation of a representing value is in 
focus, where a representative value is added to each missing value preserving the multivariate structure of 
relationships between the variables in the dataset (Widaman, 2006). To apply deletion and simple imputation 
methods, the structure of missing data should exhibit an MCAR structure (Allison, 2002; Alpar, 2011). Since the 
deletion methods cause a significant decrease in the number of observations, the calculated statistics can be biased 
as well as the reliability and generalizability of the study can be compromised. However, simple imputation 
methods are reported to result in biased parameter estimation and bias, erroneous hypothesis test results, 
substitution of the missing data with a value that does not meet the score range, and so forth (Allison, 2002; Alpar, 
2011; Banks. & Walker, 2006; Lord, 1974). In addition to the deletion and simple imputation methods in the 
literature, the missing data problem can be often compensated through maximum likelihood and expectation-
maximization methods (Allison, 2002; Alpar, 2011; Demir, 2013; Little & Rubin, 1987). Compared to the deletion 
and simple imputation methods, the most important advantage of these methods is that they can be used even if the 
missing data has a MAR structure (Allison, 2002; Alpar, 2011). However, generally, the proportion of missing data 
should not exceed a certain value for the missing data reduction to be applied. Schafer (1999) stated that this 
proportion should be less than 5%, Bennett (2001)10%, and Peng., Harwell, Liou, and Ehman (2006) less than 20%. 
If not, they stated, the resultant findings of the study are probably biased.    

Buuren (2012) argues that we ignore the causes of missing data while applying the missing data reduction 
methods and criticizes this as a major problem. The primary measure to take, according to the researcher, is to 
identify factors that may cause the emergence of missing data and look for how to prevent them. Thus, measures 
that can be taken during the data collection phase are: to encourage responding, to determine the data collection 
method (face-to-face, online, etc.) according to the sample structure, to complete the missing data from other 
sources for the non-responders where possible, to minimize the intensity of the study in experimental studies, to 
prepare a good leaflet that explains the purpose and benefit of the study, to perform a pilot study for identifying 
possible problems in advance, to economize the total number of variables, to collect information that is only 
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necessary for the study, to use short measurement tools where possible, to avoid item blocks that force staying to a 
certain page for a longer time, to use computer-based tests where possible, to respect item skip, and to create 
unanswered forms that provides an understanding of why they do not respond or why do they skip; which could be 
considered as seeking expert opinions (Buuren, 2012). However, missing data still arises, especially in the studies 
conducted in social sciences, and the presence of missing data is a problem for statistical analyses. The main reason 
behind this is that most of the statistics software and, particularly, multivariate statistical analyses work over the 
complete data matrix.  Besides, the presence of many missing values in the data matrix is a major problem that 
threatens the validity and reliability of the results and if this proportion increases, it entails to an increase in Type I 
Error in statistical methods/techniques used, decrease in power of the test, erroneous estimation of standard error, 
inability to well-estimate the latent characteristics, and the like (Bernhard et al., 1998; Molenberghs & Kenward, 
2007; Woodward, Smith, & Tunstall-pedoe, 1991). Tsiatis (2006) states that “When some of the data are missing, it 
may be that, depending on how and why they are missing, our ability to make an accurate inference may be 
compromised”. Meanwhile, the missing data arise as a significant factor affecting the psychometric properties of 
measurement tools. There is a large number of studies in the existing literature that indicate items and test 

parameters are affected by missing data and missing data reduction methods (Akbas & Tavşancıl, 2015; Akın & 

Soysal, 2018; Cokluk & Kayri, 2011; Cüm, Demir, Gelbal, & Kışla, 2018; Cüm & Gelbal, 2015; Demir, 2013; Enders, 

2004; Sahin Kürşad & Nartgün, 2015; Sayın, Yandı, & Oyar, 2017; Zhang & Yuan, 2016). In case of the missing 
data, one of the issues that must be addressed regarding the measurement tool is the measurement invariance. 
Measurement invariance refers to a psychometric characteristic that is not affected when individuals are placed in 
different sub-groups according to whatsoever characteristics, that is, the measurement tool can measure the desired 
characteristic independently afar from the influence of measurement done on different sub-groups. When the 
missing data cannot be prevented, attempts are made to overcome this problem by means of different missing data 
reduction methods under different missing data mechanisms and proportions. Differences in the proportion of 
missing data and missing data reduction methods are expected to have an impact on the invariance of measurement 
outcomes.  

Measurement invariance studies in the literature are often conducted by using multi-group factor analysis 
techniques in structural equation modeling and differential test functioning through differential item functioning 
methods (Raju, Laffitte, & Byrne, 2002; Schmitt & Kuljanin, 2008; Stark, Chernyshenko, & Drasgow, 2006; 
Vandenberg & Lance, 2000; Xu & Tracey, 2017). Measurement invariance studies conducted with multi-group 
confirmatory factor analysis comprise of four steps that need to be tested: (1) configural invariance, (2) metric 
invariance, (3) scalar invariance, and (4) strict invariance (Meredith, 1993). In configural invariance, the factor 
structure of measurement tool; in metric invariance, the factor loadings related to the items forming the 
measurement tool; in scalar invariance, the regression constants created for the items forming the measurement 
tool, and in strict invariance, the estimated parameters concerning the suggested model, are all tested for the 

invariance concerning the measurements obtained from the sub-groups (Başusta & Gelbal, 2015; Uzun & 

Öğretmen, 2010). The hierarchy in the tests performed means securing the condition to the preceding invariance 
for each invariance test.  In other words, when the condition for the preceding invariance is not met the subsequent 
invariance test cannot be performed. However, a partial invariance is assumed when the configural, the metric, or 
the scalar invariance is satisfied (Byrne, Shavelson, & Muthén, 1989; Byrne., 2006; Kline, 2011; Meredith, 1993). 

Only two studies were found in the literature that addressed how the measurement invariance is affected in 
case of applying different missing data structures and/or different missing data reduction methods.  In the first 
study, Tsai and Yang (2012) proposed the learning vector quantization estimated stratum weight (LVQ-ESW) 
method for determining measurement invariance in stratified sampling to deal with the missing group membership 
and complete the stratum weights, drawing on the effect of sample studies upon the statistical analyses. The study 
employed a multi-group confirmatory factor analysis (MG-CFA) and simulations to examine the accuracy and 
consistency of measurement invariance detection. Results from computer simulations demonstrated that the 
proposed method outstripped the conventional methods, such as case deletion, which accurately and consistently 

defines the measurement invariance. However, in another study, Işıkoğlu (2017) handled the missing data by 
applying the case deletion, series mean substitution, regression imputation, expectation-maximization, and the 
multi-group methods by forming different sample sizes and different proportions of missing data based on the data 
from 5496 students who participated in PISA 2015 and then examined the inter-gender measurement invariance by 
applying multi-group confirmatory factor analysis (MGCFA) method on the collected data. The findings revealed 
that the expectation-maximization method produced more consistent results at different sample sizes and missing 
data proportions than did the other methods.  

Since there are a limited number of studies investigating the effects of missing data reduction methods on 
measurement invariance, it bears the necessity to conduct new studies in this regard. This study aims to 
comparatively examine the resultant findings by testing the measurement invariance with structural equation 
modeling in cases where the missing data is handled using the expectation-maximization (EM), regression 
imputation, and mean substitution methods in the complete data matrix and the 5% missing data matrix that is 
randomly obtained from the same matrix. The present study is assumed to make a significant contribution to the 
field in determining methods of handling missing data that could be more effective in examining the measurement 
invariance in different missing data structures.  
 

2. Method 
In this study, the findings of measurement invariance in a complete dataset, obtained by employing a scale, 

were mutually examined with the findings of measurement invariance obtained when the 5% missing data 
generated from the same dataset were handled using different methods. As fundamental research, it includes a 
methodical comparison, as it aims to investigate the effect of different methods of missing data reduction on 
measurement invariance and to offer new methodical knowledge to the literature.  
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2.1. Participants 
The data were collected from 2822 students studying at different high schools. Of these students, who 

participated in the study, 1338 (49.2%) were females while 1434 (50.8%) were males. 
 
2.2. Data Collection Tool 

The data were collected using the “School Attitude Scale” developed by Alıcı (2013). The scale consists of 20 
items of a 5-point Likert type for determining the attitudes of high school students towards the school. Of scale 
items, 12 were positive and 8 were negative. The negative items were scored in reverse. An increase in the scores 
acquired from the scale is considered to be an indicator of a positive attitude towards school but negative in case of 
a decrease. Both the findings of exploratory factor analysis performed using Promax rotation and the findings of 
confirmatory factor analysis performed on a different sample revealed that the scale was of a one-factor structure 
comprising of three components. The components have been labeled as “School as a Barrier to Personal Growth”, 
“School as a Supporter to Personal Growth”, and “School as a Missed Entity” respectively. The Cronbach alpha 
reliability for the entire scale was reported as 0.907 and for the sub-components as 0.871, 0.813, and 0.789 
respectively.  
 
2.3. Data Analysis 

The inter-gender invariance of the model constructed under the explained construct of school attitude scale 
was investigated using a multi-group confirmatory factor analysis (MGCFA) method of structural equation 
modeling methods. Four different datasets, one of which was a complete data matrix, were utilized for this 
investigation. A dataset containing 5% missing data was created from the complete dataset in a completely random 
manner. When creating the missing data matrix, primarily all the items were added one after another to form a 
single column and as such a single column matrix consisting of 56440 rows in total was formed. After that, using 
the MEDCALC software, 2822 rows corresponding to 5% of 56440 rows were randomly deleted and a matrix 
containing missing data was created by moving the items back to their original locations.  

A test of Little MCAR was performed to examine the resultant missing data structure and the missing data 
was observed to demonstrate an MCAR structure (Chi-Square = 7058.109, DF = 7006, Sig. = 0.328). The 5% 
missing data were handled by expectation-maximization (EM), regression assignment (RA), and mean substitution 
methods and measurement invariance studies were performed on both the complete data matrix and the matrices 
formed via three different methods.   

Lisrel 8.7 software was utilized to analyze the data and so the multi-group confirmatory factor analysis 
(MGCFA) was performed. The MGCFA, a method which is commonly employed in group comparisons where 
there is more than one group, ensures that the means of latent factor are compared having the group parameters 
remain equal. The analysis performed on the means of latent factors in MGCFA is a sensitive technique compared 
to the traditional mean comparison and more accurately reveals the variation in different sub-groups (Thompson, 
2004). Measurement invariance investigations are carried out in a hierarchical form with increased limitations. In 
this study, and as widely used and proposed, four different hypotheses were tested with configural invariance, 
metric invariance, scalar invariance, and strict invariance respectively. Instead of the chi-square statistics that 
produce more erroneous results due to statistical weaknesses arising from the sample size when comparing the 
goodness-of-fit in decision studies on measurement invariance, the difference values between the values of 
comparative fit indices (CFI) were used (Brown, 2006; Cheung & Rensvold, 2002; Wu, Zhen, & Zumbo, 2007). The 
differences between the CFI values for the hierarchically investigated invariance steps were examined in terms of 

“0.01>ΔCFI>-0.01”to ensure if the invariance conditions are met or not. In addition, CFI, χ2, df, and Root Mean 
Square Error of Approximation (RMSEA) indexes were reported at the end of each test of invariance to learn about 
the fit indices.  When the RMSEA values are less than 0.05 and the CFI values are higher than 0.90, they indicate a 

good fitting model (Cokluk, Sekercioğlu, & Büyüköztürk, 2010). 
 

3. Results 
The results of the measurement invariance for the complete data matrix are given below. The measurement 

invariance operations were separately examined for each component in the structural measurement model of the 
school attitude scale. The findings obtained for this table are elaborated in detail in terms of measurement 
invariance. However, since the main purpose of this study was to ensure if the decisions regarding the 
measurement invariance are accepted when different missing data imputation methods are applied, the findings 
related to other datasets were reported within the scope of the decision taken and the summary decision table were 
discussed in conjunction with other datasets in Table 1.  

In the subgroups examined by gender in Table 1 the resultant fit indices of χ2 /sd, RMSEA, NFI, CFI for the 
invariance conditions were within the acceptable ranges for the three subcomponents (Meredith, 1993). According 
to the results of measurement invariance for the subcomponents given in the table, the configural and metric 
invariance were achieved for the “School as a Missed Entity” component in the scale but the scalar invariance 

condition was “0.01<ΔCFI”, that is, the scalar invariance condition was rejected due to the „difference of regression 
constant for the groups‟.  Put differently, the measured factorial construct is similar in subgroups. The results 
indicate that the items making up the construct provide similar loadings to different subgroups. However, the 
relationship between the observed variables and the latent construct is not similar in different subgroups. The 
scores of the individuals with the same latent construct differ from the scores they obtain in relation to the 
observed constructs according to groups. Since the evidence for the scalar invariance was not secured, the strict 
invariance step, in which the error variances are also fixed for the groups, were not tested. Simply put, the studies 
of measurement invariance require conducting a hierarchic test of the most basic level of configural invariance and 
the comparison of the more restrictive model by developing hypotheses (Steenkamp & Baumgartner, 1998; Wu et 
al., 2007). Therefore, in these tests, which require hierarchy, it is not possible to pass to another step leaving the 
preceding step undone. It was concluded that, for the “School as a Supporter to Personal Growth” component, the 
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conceptual construct is invariant only for gender. In other words, for the “School as a Supporter to Personal 
Growth” component in the scale for gender, it can be said that conceptual construct is the same and the items 
under the components measure the same psychological construct (Horn & McArdle, 1992). Other invariance steps 
did not pass the invariance test except that; the metric, scalar, and strict invariance conditions did not satisfy this 
sub-factor. It could be concluded that there is a bias for this component in terms of the subgroups. Moreover, the 
configural and metric invariance were accepted for the “School a Barrier to Personal Growth” component as was 
for the “School as a Missed Entity” but not for the scalar and strict invariance, being rejected in invariance tests 
with respect to the constraints in these steps.  

 
 

Table-1.The results of measurement invariance studied for the complete data matrix. 
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  χ2 df RMSEA NFI CFI ∆CFI 

Model A (Configural Invariance) 11.96 4 0.075 0.99 0.99 - 

Model B (Metric Invariance) 17.72 8 0.058 0.99 0.99 0.00 

Model C (Scalar Invariance) 28.47 12 0.059 0.98 0.98 0.01 
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Model A (Configural Invariance) 371.68 40 0.12 0.95 0.96 - 

Model B (Metric Invariance) 390.21 48 0.11 0.95 0.95 0.01 
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Model A (Configural Invariance) 180.76 40 0.077 0.98 0.98 - 

Model B (Metric Invariance) 200.14 48 0.073 0.98 0.98 0.00 

Model C (Scalar Invariance) 267.55 56 0.078 0.97 0.97 0.01 

 
After generating the missing data, the invariance test steps investigated for the datasets obtained by different 

methods of missing data imputation are presented together in Table 2. 
 

Table-2.Measurement invariance results for the datasets obtained by different methods of missing data imputation. 

      χ2 df RMSEA NFI CFI ∆CFI   

  

School as a Missed 
Entity 

Model A (Configural 
Invariance) 

20.2 4 0.091 0.99 0.99 -   

  Model B (Metric 
Invariance) 

26.64 8 0.07 0.98 0.99 0   

  Model C (Scalar 
Invariance) 

37.28 12 0.067 0.98 0.98 0.01   

School as a 
Supporter to 
Personal Growth 

Model A (Configural 
Invariance) 

401.04 40 0.13 0.95 0.95 -   

  Model B (Metric 
Invariance) 

420.46 48 0.12 0.95 0.95 0   

  Model C (Scalar 
Invariance) 

476.22 56 0.11 0.94 0.95 0   

  Model D (Strict 
Invariance) 

540.74 71 0.11 0.93 0.94 0.01   

  

Model A (Configural 
Invariance) 

220.65 40 0.083 0.98 0.98 -   

Model B (Metric 
Invariance) 

271.31 48 0.086 0.97 0.97 0.01   

R
E

G
R

E
S

S
IO

N
  

School as a Missed 
Entity 

                

  Model A (Configural 
Invariance) 

16.97 4 0.086 0.99 0.99 -   

  Model B (Metric 
Invariance) 

23.49 8 0.067 0.98 0.99 0   

  Model C (Scalar 
Invariance) 

31.89 12 0.063 0.98 0.98 0.01   

School as a 
Supporter to 
Personal Growth 

Model A (Configural 
Invariance) 

418.26 40 0.12 0.96 0.96 -   

  
Model B (Metric 
Invariance) 

440.8 48 0.11 0.95 0.96 0   

  Model C (Scalar 
Invariance) 

509.98 56 0.11 0.95 0.95 0.01   
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Model A (Configural 
Invariance) 

147.6 40 0.074 0.98 0.98 -   

School as a Barrier 
to Personal Growth 

Model B (Metric 
Invariance) 

166.16 48 0.07 0.98 0.98 0   

  
Model C (Scalar 
Invariance) 

227.13 56 0.074 0.97 0.97 0.01   

M
E

A
N

 

School as a Missed 
Entity 

                

  Model A (Configural 
Invariance) 

26.44 4 0.084 0.99 0.99 -   

  
Model B (Metric 
Invariance) 

33.1 8 0.066 0.98 0.99 0,00   

  Model C (Scalar 
Invariance) 

46.93 12 0.064 0.98 0.98 0.01   

School as a 
Supporter to 
Personal Growth 

Model A (Configural 
Invariance) 

378.41 40 0.11 0.96 0.96 -   

  Model B (Metric 
Invariance) 

402.55 48 0.1 0.96 0.95 0.01   

School as a Barrier 
to Personal Growth 

Model A (Configural 
Invariance) 

131.06 40 0.068 0.98 0.98 -   

  
Model B (Metric 
Invariance) 

152.24 48 0.066 0.98 0.98 0   

  Model C (Scalar 
Invariance) 

219.56 56 0.072 0.97 0.97 0.01   

 
As in Table 2 the measurement invariance hypotheses were tested for the data created by means of expectation-

maximization (EM), Regression-based imputation, and mean substitution methods respectively. 
The configural and metric invariance condition were met for the “School as a Missed Entity” component in the 

dataset created through the EM, but the scalar and strict invariance constraints were not and, thus, for these steps 
the hypotheses that the regression constant and error variances are the same in gender subgroups were rejected 
respectively. Moreover, the configural, metric, and scalar invariance were satisfied for the “School as a Supporter to 
Personal Growth” sub-factor but not for the strict invariance. With this finding, it was concluded that factor 
structure of the support factor in school attitude scale, the factor loadings, and regression constants are invariant 
and the error variances are different in gender subgroups. Further, for the “School as a Barrier to Personal 
Growth” component the hypothesis was only accepted in the most basic level of configural invariance step. 
However, since the metric invariance conditions were not satisfied and since the measurement invariance 
operations are tested hierarchically, the other invariance steps were rejected. 
 

Table-3.The comparative decisions of invariance steps. 

Factor Invariance Hypotheses 
Complete 

Data 
Expectation 

Maximization 
Regression Mean 

F
ee

li
n

g
 

o
f 

M
is

si
n

g
 

Configural Invariance Accepted Accepted Accepted Accepted 

Metric Invariance Accpeted Accpeted Accpeted Accpeted 

Scalar Invariance Rejected Rejected Rejected Rejected 

Strict Invariance  Rejected Rejected Rejected Rejected 

S
u

p
p

o
rt

 

Configural Invariance Accpeted Accpeted Accpeted Accpeted 

Metric Invariance Rejected Accpeted Accpeted Rejected 

Scalar Invariance Rejected Accpeted Rejected Rejected 

Strict Invariance  Rejected Rejected Rejected Rejected 

B
ar

ri
er

 

Configural Invariance Accpeted Accpeted Accpeted Accpeted 

Metric Invariance Accpeted Rejected Accpeted Accpeted 

Scalar Invariance Rejected Rejected Rejected Rejected 

Strict Invariance  Rejected Rejected Rejected Rejected 

 

When the fit indices of difference values between the configural and other invariance steps (ΔCFI), which is 
known as the basic level for all three components, were examined, it was concluded that the configural and metric 
invariance conditions were satisfied by regression-based imputation according to the missing data imputation 



Asian Journal of Education and Training, 2020, 6(2): 237-245 

243 
© 2020 by the authors; licensee Asian Online Journal Publishing Group 

 

 

methods. Therefore, the hypotheses were accepted in that both the conceptual construct and the items had similar 
meanings to these groups in gender subgroups for all three components. 

For the mean substitution, however, the hypothesis related to the configural and metric invariance conditions 
were accepted for the “School as a Missed Entity” and “School as a Barrier to Personal Growth” components. 
Besides, the configural invariance conditions were accepted for the “School as a Supporter to Personal Growth” 
component in the gender subgroup, where only the conceptual substructure of the factor was the same. 

The decisions concerning the tested invariance steps for the complete data and missing data imputation 
methods are summarized in Table 3.  

As indicated in Table 3 the same results were obtained for all three components in the complete dataset only by 
“imputing missing data with mean substitution” method. Based on the components, the invariance decisions 
concerning the whole datasets for the “School as a Missed Entity” component match up with the results produced 
by the complete data matrix, while there is variability in decisions on different steps of invariance for the 
supportand barrier factors. The missing data imputation method, which indicated similarity with the decisions 
achieved for the complete data in “School as a Supporter to Personal Growth” component, is the mean substitution 
method; however, for the “School as a Barrier to Personal Growth” component the methods are “the mean 
substitution and regression-based imputation”.   
 

4. Discussion 
In this study, the measurement invariance was tested with structural equation modeling in the complete data 

matrix and in cases of handling the missing data it was tested using EM, Regression-Based Imputation, and Mean 
Substitution methods.  

To conclude, only in the first subscale it was determined that utilization of both the complete data matrix and 
the three different missing data handling methods yielded similar results and only the configural and metric 
invariance were satisfied. In case of handling the missing data with the expectation-maximization method in the 
“School as a Supporter to Personal Growth” component, it was observed that the scalar invariance was also 
satisfied; however, in cases of handling missing data with the mean substitution methods in the complete data 
matrix, only the configural invariance was satisfied. As such, the configural and metric invariance were satisfied 
when the missing data were handled with the regression method. Further, in the “School as a Barrier to Personal 
Growth” component, it was suggested that handling the missing data both with the regression-based imputation 
and the mean substitution methods may satisfy the configural and metric invariance but dealing with the missing 
data with the expectation-maximization method may only satisfy the configural invariance.   

The findings show some similarities and differences when compared to Işıkoğlu (2017) study. Using different 
sample sizes, different missing data proportions that exhibit MCAR structure, and different methods of handling 

missing data in his study, Işıkoğlu (2017) revealed that determining the sample size as 2000 and the missing data 
as 5% ensures the inter-gender measurement invariance in all the methods of regression imputation, expectation-
maximization, multiple imputation, case deletion, and series mean and, besides, the resultant fit indices from the 
regression imputation, expectation-maximization, and multiple imputation methods provide closer results to 
reference values. The researchers have suggested that datasets containing around 5% of missing data in large 
sample sizes can be completed by regression imputation, expectation-maximization, and multiple imputation 
methods.  In the present study, however, the measurement invariance decisions taken for the complete data matrix 
coincide with the mean substitution method in all sub-factors, with regression imputation from the other suggested 
methods in two sub-factors, and with expectation-maximization in one sub-factor. It was concluded that different 
data imputation methods change measurement invariance decisions, considering all the factors. The three 
techniques provided consistent results only in one sub-dimension. The ways of dealing with the missing data 
change the results; thereby, increasing fundamental studies in this regard is necessary. With reference to these 
results, it would be worthwhile to study different missing data structures and different proportions of missing data 
in terms of invariance decisions.  

This study was carried out only by randomly generating 5% missing data based on a real dataset and by using 
three different methods of handling missing data in the “School as a Supporter to Personal Growth” component. 
Even the dissimilarities of methods used in resolving the missing data problem may lead to different findings from 
the analyses (Harrington, 2009). Therefore, a similar study could be conducted using different proportions of 
missing data and/or different methods of handling missing data at different sample sizes.   

The structural equation modeling and item response theory are the two approaches that are frequently used in 
measurement invariance studies. In this study, the measurement invariance was performed based on structural 
equation modeling by means of multi-group confirmatory factor analysis. A study, in which both the item response 
theory and the structural equation modeling are used together, could make significant contributions to the 
comparison of results.   
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